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ABSTRACT 
The content based image retrieval (CBIR) is the well-liked and heart favorite area of research in the field of 

digital image processing.The key goal of content based image retrieval (CBIR) is to excerpt the visual content of 

an image directly, like color, texture, or shape. There are several applications of the CBIR technique such as 

forensic laboratories, crime detection, image searching etc. For the purpose of feature extraction of well-

matched images from the database, a universal CBIR system utilizes texture, color and shape based techniques. 

In this presented work, we have offered an efficient approach for the content based image retrieval, where 

images are decomposed using the wavelet transform, it means that the image features are converted in the 

matrix form and a color feature data set is prepared. In this paper, we are proposing the algorithm with the help 

of that we can improve the image retrieval. 

 

KEYWORDS: Image Retrieval, Clustering, Wavelet Transform, HaarWavelet Transform, Feature Extraction, 

K-Means Technique. 

 

I. INTRODUCTION 
In this presented work the key aim is to study about clustering techniques. The clustering approaches are not 

much accurate because of their unsupervised nature of processes. Additionally, the clustering approach can be 

applicableto text documents for finding their clusters more accurately. The clustering algorithm on text data is 

acomplex task, so, achieving precise outcomes from the clustering over text data is a complicated. Therefore the 

principal aim of the work is to investigate about the different text clustering approach to enhance the traditional 

k-means clustering for text document clustering. Toenhance the current clustering technique for text data the 

proposed work is intended to develop an improved weighted k-means clustering approach to get theprecise 

outcome.    

 

The main aim of the proposed work is to find an accurate clustering scheme for text clustering. Therefore an 

improved k-means clustering technique for text clustering is proposed in this work. Additionally, to solve the 

complexity of clustering, the following objectives are established for computation. 

 

a. Study of text clustering technique: in this phase the different clustering techniques which are frequently 

used in data mining tasks are studied. Additionally, the most promising techniqueis recovered for 

further studies.  

b. Study of different improvements on text mining approaches: in this phase, the different clustering 

improvement techniques are learned from the early literature review. Additionally, 

anadoptabletechnique for text clustering is derived.   

c. Design and implementation of the improved clustering technique: in this phase, a new clustering 

technique is designed using theweightedtechniqueto make amore precise evaluation of text data. 

Additionally, their implementation using suitable techniqueis performed.  

d. Performance study of the proposed approach: in this phase, the proposed data model is evaluated to 

find the improvements on existing clustering technique and their comparative outcomes are 

demonstrated.   
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II. PROBLEM DOMAIN 
Clustering is an unsupervised techniqueof learning and pattern recognition. Basically the learning is performed 

on the algorithm toteach them how to analyze less quantity of data to predict their actual pattern. As discussed 

the clustering is an unsupervised learning approach, therefore, the clustering of data does not need to have any 

predefined classes. According to the data objects and their internal pattern similarity, the algorithm decides the 

data object groups automatically. In this presented work the document clustering technique is investigated. 

Therefore a keen literature is collected where a number oftechniques for cluster analysis are available. Among 

them, the partition based clustering approach is a most popular technique for data analysis. Also, the k-means 

clustering is the most frequently used algorithm in partition based clustering. 

 

According to observations and the evaluation of literature, the following key issues and challenges are 

addressedto enhance the traditional text clustering technique. 

a. The length of the text documents are not similar therefore the evaluation of individual text contents 

needs a significant amount of computational resources  

b. The feature extraction from the different documents are different in nature and length, thus the 

similarity measurement of one data object to other object is a complex task 

c. Cluster formation of the documents need to select some centroids for accurate group formation, but 

random and fluctuating centroid selection in text documents can increase the process running time and 

their clustering accuracy  

d. Similarity approximation in text mining need to compare text document with their significant features, 

but the directional information on similarity is computed for optimizing the performance of clustering. 

 

III. PROPOSED METHODOLOGY 
In order to design an accurate and efficient clustering technique for text classification, a new methodology for 

cluster analysis is proposed. The proposed technique’s key components are listed using figure 1. Additionally, 

their sub-components are explained in detail. The process of the entire system is sub-divided into two major 

modules, first the training and second the testing. But the proposed work is an unsupervised learning technique 

thus the training is not an appropriate term. Therefore the training process here termed as centroid selection 

process. Additionally, the cluster formation process is termed here as the testing process. 

 

 
Figure1: proposed document clustering system 

 

Training dataset: In order to provide accurate data analysis the stable and accurate centroid selection process is 

required. Therefore the two different sets of data are used for training and testing purpose. In training process, 

the data set is organized in terms of directories and their sub-directory manner. In figure 2 the training dataset 

and their organization are represented. The root directory of the data is produced to system as the initial input 
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for preparing the centroids. Furthermore, to identify the patterns on the data, the sub-directories are pre-labeled 

with the subjects or group names. In other words after or during clustering, the test data can be recognizable in 

these specified sub-domains or group names. The group directories may contain one or more files for providing 

significance about the domain names. During process, the key feature needs to approximate using these files for 

identifying the group name or domain name.     

 

 
Figure 2: training set organization 

 

Testing dataset: that is the secondary input to the system. That is also organized in form of directory but it 

contains a list of documents which are needed to be identifying into the groups which are learned by algorithm. 

Therefore a mix set of all groups file are prepared as the test set, and after algorithm’s learning this dataset is 

produced to cluster the documents. 

 

Pre-processing: the pre-processing is a process that identifies and removes the noisy content from the input 

datasets for learning. According to its name that process is applied before implementing the algorithm on the 

actual data. In the document mining the nature of pre-processing can be different from the other structured data 

mining techniques. In this context the two phase pre-processing technique is applied on the training data. 

1. Removal of special characters: that is the first phase of pre-processing, in this phase the special 

characters from the entire text is removed (i.e. , “ ” / = + ) % # @ and other similar). That process also 

helps to reduce the data for further data model building and the pattern recognition.  

2. Stop word removal: in order to prepare sentences some of the words are frequently used such as (is, 

am, are, this, that) and others. Additionally these words are not having much significant for 

identification of any subject or group names therefore these data is also need to be removing from the 

text input.    

 

Feature estimation: the volume of text data is always higher therefore the word to word comparison between a 

number of documents is a complex issue. Therefore to limit the amount of data for the comparison and other 

purpose the significant keywords are approximated from the text documents. Additionally these keywords are 

termed as the features of the text contents. In order to approximate the features from the available domains the 

two different features are estimated as: 

1. Word frequency: this feature is computed for the individual word basis for the entire text domain or 

group name. For instance a group name “Data mining” contains 2 files which contain the total 1000 

word by counting both the available files in this domain. Additionally need to compute the word 

frequency for word “Classification” which appeared in total of 10 times from both the documents. 

Then the word frequency is approximated by the following formula. 

𝑊𝑓 =
𝑤𝑜𝑟𝑑 𝑜𝑐𝑐𝑢𝑟𝑒𝑛𝑐𝑒

𝑡𝑜𝑡𝑎𝑙𝑤𝑜𝑟𝑑𝑠
 

Therefore the word classification’s frequency is given by 10/1000. 

2. Word importance: this feature helps to identify how important a word is for defining a group. 

Therefore that is computed on the basis of the word and the amount of sentences present in available 

documents. For example in the previous example, the data mining group contains total 100 sentences. 
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And for constructing the sentence the classification word appeared in 10 different sentences then the 

word importance is computed on the basis of the following formula: 

𝑊𝑖 =
𝑤𝑜𝑟𝑑 𝑓𝑜𝑢𝑛𝑑 𝑖𝑛 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠
 

 

Therefore the classification word has the 10/100 scale of importance.  

 

Weight computation: the weight computation helps to select the features from the total computed features from 

the total computed features. In addition of that, this phase also helps to regularize the length of estimated 

features. The trimmings of features are also termed as vectorization process. Therefore first the weights are 

computed for all the estimated tokens in the given domain of group according to the available files. The weigh 

computation is performed by using the following formula: 

𝑊 = 𝑊𝑓 ∗ 𝑊𝑖 

 

Now after computing the weights for all the computed tokens or words, the data is need to be select for vector 

development. This process is required because the length of the all the documents are not equal, additionally the 

computed number of features for all the documents are also not similar. Thus a common vector format is 

required to implement the clustering algorithm. In this presented work the length of vector is kept 50. In this 

context only those top 50 features are keep preserved which are having higher weights.  

 

Knowledge base: that is the structured organization of the training documents. That is used to store the 

computed feature vectors into the database for utilizing the knowledge to identify any test document’s subject or 

domain or group. Therefore the table 3.1 shows the basic organization of knowledge. 

 
Table 1 knowledge base structure 

Group Name File name Weighted tokens Token weights 

Networking Nw1 Topology 0.64 

Computer Graphics Cg1 Pixel 0.51 

 

Weight and direction estimation: this process is taken place during the testing of the learned algorithm. 

Therefore first the test dataset is produced into the system which is evaluated according to the pre-processing 

phase and feature computation. After computing the features the entire features weights are combined using 

knowledge base information. Using this feature vector’s direction and likelihood is approximated.  

 

K-Means clustering: finally the traditional k-means algorithm is implemented for cluster the entire text 

documents available in test dataset. In this context the predefined centroids are produced as the group features 

are demonstrated. The classical k-means algorithm is given using table 2. [9] 
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Table 2 k-means clustering 

Input: N objects to be cluster (xj, xz … xn), the number of clusters k; 

Output: k clusters and the sum of dissimilarity between each object and its nearest cluster center is the 

smallest; 

Process: 

1. Arbitrarily select k objects as initial cluster centers(𝑚1, 𝑚2, … , 𝑚𝑘); 

2. Calculate the distance between each object Xi and each cluster center, then assign each object to 

the nearest cluster, formula for calculating distance as: 

d(xi, mi) = √∑(xi − mj1)
2

d

j=1

, i = 1 … N, j = 1 … k 

𝑑(𝑥𝑖, 𝑚𝑖)is the distance between data i and cluster j. 

3. Calculate the mean of objects in each cluster as the new cluster centers, 

𝑚𝑖 =
1

𝑁
∑ 𝑥𝑖𝑗

𝑛𝑖

𝑗−1

, 𝑖 = 1,2, … , 𝐾 

𝑁𝑖 is the number of samples of current cluster i; 

4. Repeat 2) 3) until the criterion function E converged, return(𝑚1, 𝑚2, … , 𝑚𝑘) Algorithm terminates. 

 

Performance:In this phase performance of algorithmis computed on the basis of the clustered data. In this work 

ofcomputing the performance accuracy, error rate, time and space complexity is measured. 

 

Clustered data: The clustered data is termed for the obtained predictive outcomes for the input files as their 

group names which are needed to be approximated. Therefore this phase results in the group names for all the 

input test dataset.  

 

Proposed algorithm 

In the previous section the entire system design and proposed system architecture is demonstrated. In this given 

system model two basic and important modules are implemented for accurately recognizing the document 

patterns. Therefore in order to demonstrate the entire clustering process with their training and testing phase the 

two algorithms is included in this section. Table 3 shows the training algorithm and table 4 demonstrate the 

testing algorithm. 

 
Table 3 training model 

Input:  training Dataset D 

Output: Knowledge base K 

Process: 

1. 𝑅𝑑[𝐺𝑝] = 𝑟𝑒𝑎𝑑𝐷𝑎𝑡𝑎𝑆𝑒𝑡(𝐷) 

2. 𝑓𝑜𝑟 (𝑖 = 0; 𝑖 ≤ 𝑅𝑑 . 𝑙𝑒𝑛𝑔𝑡ℎ; 𝑖 + +) 

a. 𝑓𝑜𝑟(𝑗 = 0; 𝑗 ≤ 𝐺𝑝. 𝑓𝑖𝑙𝑒𝐶𝑜𝑢𝑛𝑡; 𝑗 + +) 

i. 𝑊𝑓[] = 𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝐺𝑝. 𝑓𝑖𝑙𝑒(𝑗)) 

ii. 𝑊𝑖[] = 𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒(𝐺𝑝. 𝑓𝑖𝑙𝑒(𝑗)) 

iii. 𝑊[] = 𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝑊𝑒𝑖𝑔ℎ𝑡(𝑊𝑓, 𝑊𝑖) 

iv. 𝑉[] = 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑉𝑒𝑐𝑡𝑜𝑟(𝑊[]) 

b. 𝑒𝑛𝑑𝑓𝑜𝑟 

c. 𝐾. 𝑎𝑝𝑝𝑒𝑛𝑑(𝑉) 

3. 𝑒𝑛𝑑𝑓𝑜𝑟 

4. Return K 
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Table 4 testing model 

Input: knowledge base K, test dataset D 

Output: clustered Data C 

Process: 

𝑅𝑡 = 𝑅𝑒𝑎𝑑𝑇𝑒𝑠𝑡𝐷𝑎𝑡𝑎(𝐷) 

1. 𝑓𝑜𝑟(𝑖 = 0; 𝑖 ≤ 𝑅𝑡 . 𝑙𝑒𝑛𝑔𝑡ℎ; 𝑖 + +) 

a. 𝐶 = 𝑘𝑚𝑒𝑎𝑛. 𝐷𝑜𝑐𝑙𝑢𝑠𝑡𝑒𝑟(𝐾, 𝑅𝑡
𝑖 , 𝐾. 𝐺𝑟𝑜𝑢𝑝𝑁𝑎𝑚𝑒𝑠) 

2. End for 

3. Return C 

 

IV. CONCLUSION 
The proposed approach includes two phase of clustering first learning with the predefined patterns or groups, 

and in next phase utilizing the domain information for performing the cluster for incoming documents. During 

the training process the proposed system implemented the noise reduction technique using the stop word 

removal and the special character removal technique. In next process the feature extraction technique is used 

where the two technique are implemented first is implemented on the basis of word frequency in a specified 

domain and secondly the importance of a word in a given domain. After feature extraction the feature selection 

technique is used in this phase the vector is prepared for regular length based features evaluation and finally the 

k-means clustering with the predefined domain knowledge is implemented for computing more accurate 

clusters. 
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